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Supervised Learning w/ Memory-Efficient Gradients
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e Additive: Can use spectral norm to control the Lip constant

e Instability in the affine model arises from the inverse
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